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ABSTRACT: 

 

Monitoring of highways has vital importance for logistic infrastructure and services provided by related government agencies. 

Remote sensing imagery data can be cost effective for mapping highways, which require up-to-date information about them. Many 

different image processing methods are used to extract highways from high resolution images. Although these techniques produce 

good results in data sets with specific colours and textures, however, they may not be effective when applied on different dataset. In 

recent years, deep learning architectures have been widely used in different object extraction applications to obtain accurate results 

from complex datasets. 

 

The aim of this study is to extract highways from high resolution orthophotos by using deep learning techniques. Both U-Net and 

SegNet deep learning architectures have been evaluated on our dataset. In this study, 8-bit, 3-band (Red, Green, Blue), 10 cm ground 

sample distance orthophoto images of the province of Balıkesir the district of Savaştepe were used. For this purpose, the. The images 

were divided into small patches of size 512x512 pixel to train the architectures. 1098 samples were selected for training while 450 

samples were used for testing. To evaluate the effective of both methods, DICE index was employed.  Both methods were effective 

for road extraction and the calculated accuracies for SegNet and U-Net were %93.23, %95.95 respectively.  

 

 

Transportation infrastructure is one of the most important 

economic components of the countries. A sustainable 

transportation infrastructure management can be carried out by 

analysing both the current situation and the temporal changes. 

In addition, during natural disasters (such as floods, 

earthquakes, etc.), to find usable access roads has crucial 

importance for crisis management. Traditionally, information on 

highways can be obtained in vector format by photogrammetric 

evaluation by operators. However, manual data collection can 

be time-consuming and prone to digitization and topological 

errors. This can cause data conversion difficulties to different 

formats and prevent to obtain well-structured data.  The 

integration of extracted features with geographic information 

systems (GIS) from satellite and aerial images is indispensable 

for decision makers. Highway information is demanded for GIS 

platforms, civil and military purposes, navigation, location 

based systems and emergency plans and applications. 

Automatic road extraction will increase time and effort for 

generation of road data (Chaudhuri, et al, 2012). 

 

Various approaches have been proposed for road extraction 

from remote sensing imageries.  Active contour model (Anil 

and Natarajan, 2010), support vector machines (Simler, 2011), 

mathematical morphology (Ma et al, 2012), Mean-Shift (Miao 

et al, 2014) etc. In addition, deep learning algorithms, which 

have gained popularity in recent years, have also been used for 

automatic road segmentation (Zhang et al, 2018; Xu et al, 2018; 

Li et al, 2019).  

 

Deep learning is a machine learning method based on learning 

computers by using the hierarchy of simple concepts in a similar 

way to people (Goodfellow et al, 2016). The main advantage of 

deep learning based approach compare to traditional machine 

learning algorithms is the ability to extract features 

automatically (Patterson & Gibson, 2017). In traditional 

machine learning algorithms, the features were hand-engineered 

which is very time-consuming. In addition, the user have to 

perform feature analysis on the dataset to obtain highly 

distinctive features.  

 

The main objective of this study is to test the efficiency of deep 

learning based approach for automatic extraction of roads from 

high resolution orthophotos efficiently. We investigated the 

performance of both U-Net and SegNet architectures and the 

results were evaluated using DICE index. . 

1. MATERIAL AND STUDY AREA 

The orthophoto images include different type of land cover/use 

classes such as urban agricultural and forest areas. The technical 

specifications of the images are summarized in Table 1.  

 

Number of Images 21 

Number of Rows 5438 

Number  of column 6979 

Number of Bands 3 (Red, Green, Blue) 

Radiometric Resolution  8 bit 

Ground Sample Distance 10 cm 

Tabl1 1. Specifications of used orthophoto images. 

 

The study area consisted of, Balıkesir province, Savaştepe 

district centre and its surrounding regions. Figure 1 shows the 

selected study area  



 

 
Figure 1. Study area. 

 

2. METHODOLOGY 

3.1 Preparation of training and reference dataset 

 

The labelled images were prepared by digitizing and binarizing 

the images where white pixels represent road networks while 

black pixels represent background. (Figure 2).   

 

 
Figure 2. Reference binarised images showing roads. 

 

In order to train the deep learning models, the orthophotos and 

their reference images were subdivided into smaller patches of 

size 512x512 pixels. To avoid the effect of noise on the 

classification accuracy, the subset images having less than 1% 

area of roads shave been removed. 1098 randomly selected 

image patches were used for training while remaining 450 

mages were used for testing. Figure 3 shows some samples 

images with respective reference binary images. 

 
Figure 3. Sample dataset. 

 

3.2 SegNet and U-Net architectures 

 

The SegNet architecture consists of encoder, decoder layers 

followed by a pixel-based classification layer (Badrinarayanan 

et al., 2015). Encoding layers consist of layers of deep learning 

architecture VGG16 (Simonyan & Zisserman, 2014) developed 

for object detection. 

 

3 x 3 convolution layers are applied for each scale. After each 

convolution layer, batch normalization and ReLU operations are 

applied.  2 x 2 max-pooling is utilized after this step. In the 

decoder layers, the matching of the low resolution feature maps 

produced in the encoder layers to the same resolution with the 

input image is performed. This is provided by transferring the 

indices calculated with maximum pooling in the encoding to the 

decoder layer with conjugate scale. After each upsampling, 

convolution, cluster normalization and ReLU operations are 

applied. The Softmax classification layer is applied to calculate 

the class probabilities for each pixel in the final layer. The 

SegNet architecture is given in Figure 4. 

 

 
Figure 4. SegNet architecture. 

 

The U-Net architecture developed for segmentation of 

biomedical images is also a fully convolutional network same as 

the SegNet architecture (Long et al., 2015). U-Net consists of 

two parts: a contracting path and an expansive path. In the 

contracting path section, for each scale, two 3 x 3 convolution 

layers after the convolution layers, the ReLU activation function 

followed by 2 x 2 maximum pooling layer. In the expansive 

path, the feature maps extracted in the contracting path are 

copied in to the scale they belong to in contracting path. This 

operation is called as concatenate. In the expansive path, 3x3 

convolution is applied after each concatenate operation. Cluster 

normalization is followed after convolution. In the last layer, a 

convolution process is applied. The number of filters in the 



 

convolution is equal to the number of classes and their size is 

1x1. The class probability for each pixel is calculated using the 

sigmoid function. The U-Net architecture used in this study is 

given in Figure 5.  

 
Figure 4. U-Net architecture (Ronneberger et al., 2015). 

 

3. RESULTS AND DISCUSSION 

SegNet and U-Net deep learning architectures are implemented 

in the Python Keras library (Chollet, 2019).  The hyper 

parameters were tuned by searching on the training data for both 

SegNet and U-Net models. The empirically calculated values 

for hyper parameters are summarized in Table 2.  

 

Hyper parameters SegNet U-Net 

Optimization method AdaDelta Adam 

Initial learning rate 1,00 0,0001 

Number of epoch 50 131 

Cluster size 4 4 

Table 2. The used hyper parameters 

Training and test results for SegNet and U-Net architectures are 

given in Figure 5 and Figure 6, respectively. The training results 

according to first 50 epochs show that SegNet architecture was 

less stable than U-Net. The calculated errors also support this 

situation. Especially in 5-22 epoch range, SegNet architecture 

created higher errors than U-Net. 

 

450 subset images have been used for testing both SegNet and 

U-Net architectures. DICE index has been exploited for result 

binary images (road and others). Accuracy assessment results 

have been given in Table 3.  The accuracy of SegNet and U-Net 

architectures have been calculated as %93.23 and %95.95, 

respectively. The obtained accuracy with U-Net architecture is 

%2.72 higher than SegNet architecture. 

 

SegNet U-Net 

% 

93.23 

% 

95.95 

Table 3. Accuracy assessment results 

 

 

 
Figure 5. Accuracy assessment results of SegNet architecture 

 
Figure 6. Accuracy assessment results of U-Net architecture 

 

The sample segmented binary images obtained by applying the 

proposed method are shown in Figures 7, 8 and 9. In the figures, 

the white pixels correspond to the segmented roads, while the 

black pixels represent other objects. In Figure 7, it can be seen 

that road has not been segmented properly with SegNet model. 

In Figure 8, it is observed that the SegNet model combined 

nonadjacent roads. In Figure 9, ground object has been 

inaccurately segmented as road with SegNet model.  

 

 
Figure 7. Segmentation results of first test image 

 



 

 
Figure 8. Segmentation results of first test image 

 

 

 
Figure 9. Segmentation results of first test image 

 

4. CONCLUSION 

This study investigated two deep learning approaches (SegNet 

and U-Net) for road extraction from high resolution orthophoto 

images. The results indicate that U-Net was more effective than 

SegNet. In SegNet, the upper sampling is performed using max-

pooling, whereas in U-Net, the upper sampling process is 

performed by copying the feature maps. It is believed that this 

process causes data loss and SegNet creates smother borders 

compare to U-Net.. 

 

In future we would like to test other semantic segmentation 

models and a specific deep learning model will be designed for 

road extraction from orthophoto images. 
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